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Despite more than a decade of intensive research on the topic of
short-term memory (STM), we still know virtually nothing about
its role in normal human information processing. That is not, of
course, to say that the issue has completely been neglected. The
short-term store (STS)-the hypothetical memory system which is
assumed to be responsible for performance in tasks involving short­
term memory paradigms (Atkinson & Shiffrin, 1968)-has been as­
signed a crucial role in the performance of a wide range of tasks
including problem solving (Hunter, 1964), language comprehension
(Rumelhart, Lindsay, & Norman, 1972) and most notably, long-term
learning (Atkinson & Shiffrin, 1968; Waugh & Norman, 1965). Per­
haps the most cogent case for the central importance of STS in gen­
eral information processing is that of Atkinson and Shiffrin (1971)
who attribute to STS the role of a controlling executive system
responsible for coordinating and monitoring the many and complex
subroutines that are responsible for both acquiring new material
and retrieving old. However, despite the frequency with which STS

1 Present address: Medical Research Council. Applied Psychology Cnil, 15 Chaucer
Road. Cambridge. England.
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has been assigned this role as an operational or working memory,
the empirical evidence for such a view is remarkably sparse.

A number of studies have shown that the process of learning and
recall does make demands on the subject's general processing ca­
pacity, as reRected by his performance on some simultaneous sub­
sidiary task, such as card sorting (M urdock, 1965), tracking per­
formance (Martin, 1970), or reaction time Oohnston, Griffith &
Wagstaff, 1972). However, attempts to show that the limitation stems
from the characteristics of the working memory system have proved
less successful. Coltheart (1972) attempted to study the role of STS
in concept formation by means of the acoustic similarity effect, the
tendency for STM to be disrupted when the material to be remem­
bered comprises items that are phonemically similar to each other
(Baddeley, 1966b; Conrad, 1962). She contrasted the effect of acoustic
similarity on concept formation with that of semantic similarity,
which typically effects LTM rather than STM (Baddeley, 1966a).
Unfortunately for the working memory hypothesis, her results
showed clear evidence of semantic rather than acoustic coding, sug­
gesting that the long-term store (LTS) rather than STS was playing
a major role in her concept formation task.

Patterson (1971) tested the hypothesis that STS plays the impor­
tant role in retrieval of holding the retrieval plan, which is then used
to access the material to be recalled (Rumelhart et ai., 1972). She
attempted to disrupt such retrieval plans by requiring her experi­
mental group to count backwards for 20 seconds following each item
recalled. On the basis of the results of Peterson and Peterson (1959),
it was assumed that this would effectively erase information fyom
STS after each recall. Despite this rather drastic interference with
the normal functioning of STS however, there was no reliable decre­
ment in the number of words recalled.

The most devastating evidence against the hypothesis that STS
serves as a crucially important working memory comes from the
neuropsychological work of Shall ice and Warrington (Shall ice &
Warrington, 1970; Warrington & Shall ice, 1969; Warrington &
'""eiskrantz, 1972). They have extensively studied a patient who by
all normal standards, has a grossly defective STS. He has a digit
span of only two items, and shows grossly impaired performance on
the Peterson short-term forgetting task. If STS does indeed function
as a central working memory, then one would expect this patient to
exhibit grossly defective learning, memory, and comprehension. No
such evidence of general impairment is found either in this case or

In subsequent cases of a similar type (Warrington, Logue, & Pratt,
1971 ).

It appears then, that STS constitutes a system for which great
claims have been made by many workers (including the present
authors), for which there is little good evidence.

The experiments which follow attempt to answer two basic ques·
tions: first, is there any evidence that the tasks of reasoning, com·
prehension, and learning share a common working memory system?;
and secondly. if such a system exists, how is it related to OUf current
conception of STM? '""e do not claim to be presenting a novel view
of STM in this chapter. Rather, our aim is to present a body of new
experimental evidence which provides a firm basis for the working
memory hypothesis. The account which follows should therefore be
regarded essentially as a progress report on an on-going project. The
reader will notice obvious gaps where further experiments clearly
need to be performed, and it is more than probable that such ex­
periments will modify to a greater or lesser degree our current
tentative theoretical position. We hope, however, that the reader will
agree that we do have enough information to draw some reasonably
firm conclusions, and will feel that a report of work in progress is
not too out of place in a volume of this kind.

II. The Search for a Common Working Memory System

The section which follows describes a series of experiments on
the role of memory in reasoning, language comprehension, and
learning. An attempt is made to apply comparable techniques in all
three cases in the hope that this will allow a common pattern to
emerge, if the same working memory system is operative in all three
instances.

In attempting to assess the role of memory in any task, one is faced
with a fundamental problem. What is meant by STS? Despite, or
perhaps because of, the vast amount of research on the character­
istics of STS there is still little general agreement. If our subsequent
work were to depend on a generally acceptable definition of STS
as a prerequisite for further research, such research would never
begin. ·We suspect that this absence of unanimity stems from the
fact that evidence for STS comes from two basically dissimilar para­
digms. The first is based on the traditional memory span task. It
suggests that STS is limited in capacity, is concerned with the re-
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Memory load

Method of reading Zero I-letter 2-1etters

Silent 3.07 3.35
Aloud

3.21
3.33 3.26 3.41

Means 3.20 3.31 3.31

TABLE [

MEAN TIME (SEC) TO COMPLETE VERBAL REASONING PROBLEMS

AS A FUNCTION OF SIZE OF ADDITIONAL MEMORY LoAD AND

METHOD OF READING MEMORY ITEMS

j. Experiment I: Effects of a One· or Two·Item Preload

bl SUbje~s were required to process 32 sentences based on all possi.
e com. tnatlons of sentence voice (active or passive) affirmation

(affirmative or negative), truth value (true or false) ve:b t e
cedes or follows), and letter order (A B BA) Th' . yp (pre·
avers f I or . e experIment used

Ion 0 t le memory preload technique in which S is given one
or two Items ~o remember. He is then required to roces
tence and havmg responded "True" or "False" I Phs the sen·
to recall th I' ' le IS t en reqUIred

e etters. A slide projector was used to resent the sen·
tences, each of which remained visible until S presPsed the "T "
or "False" k rueTh d response ·ey. Twenty.four undergraduate Ss were tested

t
e .or derb 111 wh~ch the three conditions were presented were de~

ermme ya Latm squ e F h If hvisuall whil h h ar. or a. teSs the preload was presented
zer y, e. t e ot er half was given an auditory preload. In the
th 0 load condition, S was always presented with a single letter before

e presentation of the sentence. However the letter ,"as the
on aII t . IdS . ' • same
th na s, an was not reqUIred to recall it subsequentl . With
b e one· and two·letter loads, the letters differed from trial ~o trial
A~~ Swere nevefr the same as those used in the reasoning problem

s were m ormed of this. .

intelligence (Baddeley, 1968) and its sensitivity to both environ·
mental and speed·load stress (Baddeley D F' d
Curtis & William 1968 .' e Igure 0, Hawkswell·
fi '. s, . .' ; Brown, Tickner, & Simmonds, 1969). The
r~\ 7~drIment requires S to perform this simple reasoning task

w 1 e .10. IIlg zero, one, or two items in memory. If the t sk l'
on a IlInlted cap . harelesI I . . aCilY system, t en one might expect the additional
oac to IInpalr performance.

The reasoning task selected was that devised by Baddeley (\968)
in which S is presented with a sentence purporting to describe the
order of occurrence of two letters. The sentence is followed by the
letters in question, and S's task is to decide as quickly as possible
whether the sentence correctly describes the order in which the
letters are presented. For example, he may be given the sentence A is
not preceded by B·AB, in which case he should respond True. A
range of different sentences can be produced varying as to whether
they are active or passive, positive or negative, and whether the
word l,recedes or follows is used. This task is typical of a wide range
of sentence verification tasks studied in recent years (Wason &
Johnson.Laird, 1972). Its claim to be a reasoning task of some general
validity is supported by the correlation between performance and

A. THE ROLE OF \VORKING i\rEi\10RY IN REASONING

tention of order information, and is closely associated with the
processing of speech. The second cluster of evidence derives from
the recency effect in free recall. It also suggests that STS is limited
in capacity; however, its other dominant feature is its apparent reo
sistence to the effects of other variables, whether selnantic or speech·
based (Glanzer, 1972). Rather than try to resolve these apparent
discrepancies, we decided to begin by studying the one characteristic
that both approaches to STS agTeed on, namely its limited capacity.
The technique adopted was to require S to retain one or more items
while performing the task of reasoning, language comprehension,
or learning. Such a concurrent memory load might reasonably be
expected to absorb some of the storage capacity of a limited capacity
working memory system, should such a system exist. The first set
of experiments describes the application of this technique to the
study of a reasoning task:- To anticipate our results, we find a con·
sistent pattern of additional memory load effects on all three tasks
that we have studied: reasoning, language comprehension, and free
recall. Additionally, all three tasks show evidence of phonemic cod·
ing. From this evidence we infer that each of the tasks involves a
span like component, which we refer to as working memory. Further
evidence from the fTee recall paradigm shows that the recency effect
is neither disrupted by an additional memory span task nor par·
ticularly associated with phonemic coding. We therefore suggest a
dichotomy between working memory and the recency effect, in con·
trast to the more usual view that both recency and the memory span

-reRect a single limited capacity short· term buffer store (STS).
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MEAN REASONING TIMES AND RECALL ScORES FOR THE "EQUAL STRESS"

AND "MEMORY STRESS" INSTRUCTIONAL GROUPS

r-Iean reasoning times (for correct solutions) and recall scores for
both groups of subjects are shown in Table II. For the "equal stress"
Ss memory load produced a slight but nonsignificant slowing down
in reasoning time (on a Wilcoxon test, T = 31, N = 12, P > .05),
while for the "memory stress" Ss memory load slowed down reason­
ing considerably (T = 4, N = 12, P < .01). There appears to have
been a trade-off between reasoning and recall in the memory load
condition. The equal stress 5s achieved their unimpaired reasoning
at the expense of very poor recall compared with that of the memory
stress 5s.

The results show then, that there is an interaction between ad­
ditional short-term storage load and reasoning performance. In com­
parison with the results of Experiment I these suggest that the inter­
action depends on the storage load since, up to two items. can be
recalled accurately with no detectable effect. Thus the reasonmg task
does not seem to require all the available short-term storage space.
The results show additionally that the form of the interaction de­
pends on the instructional emphasis given to S. It seems likely there­
fore that interference was the result of the active strategy that Ss
employed. One possibility is that the "memory stress" Ss dealt with
the memory preload by quickly rehearsing the items, to "consoll­
date" them in memory before starting the reasoning problem. If this
were the case, then reasoning times ought to be slowed by a constant
amount (the time spent rehearsing the letters), regardless of problem
complexity. Figure I shows mean reasoning time for the memory
stress group for different types of sentence. Control reaction times
(RTs) show that problems expressed as passives were more difficult
than those expressed as actives, and that negative forms were more
difficult than affirmatives. However, the slowing down in reasoning
produced by the memory preload was roughly constant regardless
of problem difficulty. Analysis of variance showed significant effects

TABLE II

3.7
5.0

Memory
preload

5.5
5.8

Control

Mean no. items recalled
(max = 6)

3.46
4.73

Memory
preload

3.27
2.73

Mean reasoning time
(sec)

Control
Instructional

emphasis

"Equal stress"
"I\1emory stress"

2. Experiment 11: Effects of a Six-Digit Preload

Performance on the 32 sentences was studied with and without a
six-letter memory preload. In the preload condition each trial began
with a verbal "ready" signal followed by a random sequence of six
letters spoken at a rate of one per second. The reasoning problem
followed immediately afterwards, details of presentation and method
of responding being the same as in Experiment 1. After solving the
problem, S attempted to recall verbally as many letters as possible in
the correct order. In the control condition, the reasoning problem
followed immediately after the "ready" sig·nal. After completing the
problem, and before being presented with the next problem, S
listened to a six-letter sequence and recalled it immediately. This
procedure varies the storage load during reasoning, but roughly
equates the two conditions for total memorization required during
the session.

Separate blocks of 32 trials were used for presenting the two con­
ditions, each block containing the 32 sentences in random order.
Half the Ss began with the control condition and half with the pre­
load condition. Two groups of 12 undergraduate Ss were tested. The
two groups differed in the instructions they were given. The first
group (equal stress) was told to carry out the reasoning task as rapidly
as possible, consistent with high accuracy, and to attempt to recall
all six letters correctly. The second group (memory stress) was told
that only if their recall was completely correct could their reasoning
time be scored; subject to this proviso, they were told to reason as
rapidly as they could, consistent with high accuracy. All Ss were
given a preliminary three·minute practice session on a sheet of
reasoning problems, and were tested individually.

The results are shown in Table 1. There was no reliable effect of
memory load on solution time regardless of whether the load was
one or two letters, and was presented visually or auditorily (F < I
in each case). Since letter recall was almost always perfect, it appears
to be the case that Ss can hold up to two additional items with no
impairment in their reasoning speed. This result suggests one of two
conclusions; either that the type of memory system involved in re­
taining the letters is not relevant to the reasoning task, or else that
a load of two items is not sufficient to overtax the system. Experiment
II attempts to decide between these two hypotheses by increasing
the preload from two to six letters, a load which approaches the
memory span for many Ss.
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GRAMMATICAL FORM OF REASONING PROBLEM
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ACTIVE PASSIVE ACTIVE PASSIVE

AFFIRMATIVE NEGATIVE

Fig. I. Mean reasoning time for different forms of the problem for the "memory
stress" group of subjects.

2.79 8.1
3.13 10.6
3.22 5.6
4.27 10.3

Mean reasoning RT Percent reasoning
(sec) errors

Concul'rent
articulation

Control
"The-The-The.
·'One-Two.Three . .."
Random 6-digit No.

3. Experiment III: Effects of a GonCl/rrent i1Iemory Load

All 5s performed the 32 reasoning problems under each of four
conditions, the order in which the conditions were tested being
determined by a Latin square. In the control condition. a trial began
with a verbal warning signal and the instruction "say nothing." The
problem was then presented and solved as quickly and accurately
as possible. The second condition used the articulatory suppression
procedure devised by Murray (1967). Subjects were instructed to say
the word "the" repeatedly. at a rate of between four and five utter­
ances per second. After 5 had begun to articulate. the problem was
presented, whereupon he continued the articulation task at the same
high rate until he had pressed the "True" or "False" response
button. The third condition followed a procedure adopted by Peter­
son (1969) in which the articulation task consisted of the cyclic
repetition of a familiar sequence of responses, namely the counting
sequence "one-two-three-four·five-six." Again, a rate of four to five
words per second was required. In the fourth condition, 5 was given
a random six-digit sequence to repeat cyclically at a four- to five­
digit per second rate. In this condition alone, the message to be
articulated was changed from trial to trial. The three articulation
conditions therefore range from the simple repetition of a single
utterance, through the rather more complex articulation involved
in counting. up to the digit span repetition task. which presumably
makes considerably greater short-term storage demands. Degree of
prior practice and method of presentation were as in Experiment II.

Table III shows the performance of the 12 undergraduate 5s tested
in this study. Concurrent articulation of "the" and counting up to
six produced a slight slowing of reasoning time, but by far the great­
est slowing occurred with concurrent articulation of random digit
sequences. Analysis of variance showed a significant main effect of

MEA:-; REASONING TatES AND ERROR RATES AS A FUNCTION OF

CoNCURRENT ARTICULATORY ACTIVITY

TABLE III

o CONTROL

[lj 6-01GI T
MEMORY LOAD

500
8
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~ 300
z
o
~ 200w

'"z
~ 100
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of memory load [F(I.IO) = 8.51. P < .025]. sentence voice [F(I.1O =
7.34: P < .025]. and negation [F(I.IO = 34.9. P < .00l]. None-of
the mteractlon terms mvolvmg the load factor approached signifi­
cance.

The results of this experiment do not adequately demonstrate
that the verbal reasoning task involves a short-term storage com­
ponent. Subjects seem to have adopted a strategy of time.sharing·
between rehearsal of the memory letters and reasoning. vVhile the
time-sharIng may have been forced by competition between the tasks
for a hmlted storage capacity. this is not necessarily the case. The
tasks may. for example. have competed for use of the articulatory
system. without havmg overlapping storage demands.

ExperIment III attempts to prevent the strategy of completely
swltchmg attentIOn from the memory task to the reasoning test by
changing from a preload to a concurrent load procedure. In the con­
Current load procedure. 5 is required to continue to rehearse the
memory load items aloud while completing the reasoning task. Since
the process of articulatIOn has itself been shown to impair perform­
ance m both memory (Levy. 1971; Murray, 1967, 1968) and reason­
mg (Hammerton, 1969; Peterson. 1969), two additional conditions
were mcluded to allow a separation of the effects of memory load
and of articulation.
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GRAMMATI CAL FORM OF REASONING PROBLEM

Fig. 2. Effects of concurrent aniculaLOry activity 011 mean reasoning timc for dif·
fcrcnt l)'PCS of problcm.

conditions [F(3.33) = 14.2. P < .01). 'ewman-Keuls tests showed
that the effect was mainly due to the difference between the random
digit condition and the other three. The slight slowing down in the
suppression·only and counting conditions just failed to reach signifi­
cance.

These results suggest that interference with verbal reasoning is not
entirely to be explained in terms of competition for the articulatory
system. which may be committed to the rapid production of a well­
learned sequence of responses with relatively little impairment of
reasoning. A much more important factor appears to be the short­
term memory load. with the availability of spare short-term storage
capacity determining the rate at which the reasoning processes are
carried out. Since difficult problems presumably make greater de·
mands on these processes. one might expect that more difficult prob­
lems would show a gTeater effect of concurrent storage load. Figure 2
shows the mean reasoning times for problems of various kinds. As is
typically the case with such tasks (Wason & Johnson-Laird. 1972).
passive sentences proved more difficult than active sentences [F(I.II)
= 55.2. P < .01], and negatives were more difficult than affirmatives
[F(I,II) = 38.5, P < .01). In addition to the main effect of con-

ACTIVE PASSIVE

NEGATIVE

4. Experiment IV: Phonemic Similarity and Verbal Reasoning

One of the more striking features of the memory span for verbal
materials is its apparent reliance on phonemic (either acoustic or
articulatory) coding. This is revealed both by the nature of intrusion
errors (Conrad, 1962; Sperling, 1963) and by the impairment in per­
formance shown when sequences of phonemically similar items are
recalled (Baddeley, 1966b; Conrad & Hull, 1964). As Wickelgren
(1965) has shown, phonemic similarity has its disruptive effect prin-

current activity, activity interacted with sentence voice [F(3,33)
5.59. P < .01) and with negativity [F(3.33) = 5.29, P < .01). Figure 2
shows that these interactions were due largely to performance in the
random digit condition. Additional storage load seems to have slowed
down solution times to passives more than actives and to negatives
more than affirmatives. Thus the greater the problem difficulty, the
greater the effect of an additional short-term storage load.

In summary, it has been shown that additional STM loads of
more than two items can impair the rate at which reasoning is car·
ried out. Loads of six items can produce sizable interference, but
the effect may depend on the instructional emphasis given to Ss
(Experiment II). The interference effects may be partly due to the
articulatory acti vity associated with rehearsal of the memory items,
but there is a substantial amount of interference over and above this
which is presumably due to storage load (Experiment III). The
trade-off between reasoning speed and additional storage load sug­
gests that the interference occurs within a limited capacity "work­
space," which can be flexibly allocated either to storage or to proc­
essmg.

The effect of articulatory suppression in Experiment III was small
and did not reach statistical significance. However, Hammerton
(1969) has reported evidence that suppression can produce reliable
interference in this task. His Ss repeated the familiar sentence "Mary
had a little lamb" while carrying out the Baddeley reasoning task.
Performance was impaired when contrasted with a control group
who said nothing when reasoning. This result together with those
of Peterson (1969) suggests that reasoning may resemble the memory
span task in having an articulatory component. Experiment IV ex­
plores the relation between the memory span and working memory
further by taking a major feature of the verbal memory span, namely
its susceptibility to the effects of phonemic similarity, and testing for
similar effects in the verbal reasoning task.
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TABLE IV

MEAN NUMBER OF REASONING PROBLEMS CoRRECTLY

SOLVED IN THREE MINUTES AS A FUNCTION OF PHONEMIC

AND VISUAL SIMILARITY OF THE LETTERS

USED IN THE PROBLEMS

cipally on the retention of order information, and since the reason­
ing task employed depends on the order of the letters concerned, it
seems reasonable to suppose that the manipulation of phonemic
similarity might prove a suitable way of disrupting any STS com­
ponent of the task. Experiment IV, therefore, studied the effect of
phonemic similarity on the reasoning task and compared this with
the effect of visual similarity, a factor which is typically found to
have little or no influence on memory span for letters.

A group testing procedure was used in which 5s were given test
sheets containing 64 reasoning problems printed in random order
and were allowed three minutes to complete as many as possible.
A 2 X 2 factorial design was used with phonemic and visual simi­
larity as factors. There were two replications of the experiment,
each using different letter pairs in each of the four conditions. The
sets of letter pairs used were as follows: MC, VS (low phonemic
similarity, low visual similarity); F5, TD (high phonemic, low visual
similarity); 0Q, XY (low phonemic, high visual similarity); and BP,
MN (high phonemic, high visual similarity). Thirty-two under­
graduate 5s were tested, half with one letter set and half with the
other. All 5s were first given a preliminary practice session using the
letter-pair AB. Each S then completed a three-minute session on each
of the four types of problems. Problems were printed on sheets, and
5s responded in writing. The order of presenting the four conditions
was determined using a Latin square.

Table IV shows the mean number of correctly answered questions
in the various conditions. Since there were no important differences
between results from the two replications, data from the two sets of
letter pairs have been pooled. Only the effect of phonemic similarity
was significant (N = 32, Z = 2.91, P < .002), while visual similarity
appeared to have no effect (N = 32, Z < I). It appears then that the
verbal reasoning task does require the utilization of phonemically

coded information, and, although the effect IS small, it is highly
consistent across 55.

In summary then, verbal reasoning shows effects of concurrent
storage load, of articulatory suppression, and of phonemic similarity.
Th,s pattern of results is just what would be expected if the task
depended on the use of a short-term store having the characteristics
typically shown in the memory span paradigm. However, the magni­
tude of the effects suggest that the system responsible for the memory
span IS only part of workmg memory. 'Ve shall return to this point
after considering the evidence for the role of working memory in
prose comprehension and learning.

While it has frequently been asserted that STS plays a crucial
role in the comprehension of spoken language (e.g., Baddeley R:
Patterson, 1971; Norman, 1972), the evidence for such a claim is
sparse. There is, of course, abundant evidence that language ma­
terial may be held in STM (Jarvella, 1971; Sachs, 1967) but we know
of no evidence to suggest that such storage is an essential function of
comprehension under normal circumstances, and in view of the lack
of any obvious defect in comprehension shown by patients with
grossly defective STS (Shall ice & Warrington, 1970), the importance
of STS in comprehension remains to be demonstrated. Experiments
V and VI attempt to do so using the memory preload and the con­
current memory load techniques.

B. COMPREHENSION AND "VORKING MEMORY

1. Experiment V: Effects of a Memory Preload on
Comprehension

In this experiment, 5 listened to spoken prose passages under each
of two memory load conditions and was subsequently tested for re­
tention of the passages. In the experimental condition, each sentence
of the passage was preceded by a sequence of six digits spoken at a
rate of one item per second. After listening to the sentence, 5 at­
tempted to write down the digit sequence in the correct order in
time to a metronome beating at a one-second rate. Hence S was re­
quired to retain the digit sequence while listening to the sentence.
In the control condition the digit sequence followed the sentence
and was recalled immediately afterward. Thus both conditions in­
volved the same amount of overt activity, but only in the experi­
mental condition was there a temporal overlap between the retention

High
40.9
39.8

Low
43.2
42.9

Low
High

Phonemic similarity of letters

•
Visual similarity of letters
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of the digits and sentence presentation. In both conditions the im­
portance of recalling the digits accurately was emphasized. After each
passage, S was allowed three minutes to complete a recall test based
on the Cloze technique (Taylor, 1953). Test sheets comprised a
typed script of each of the passages, from which every fifth word had
been deleted. The passages contained approximately 170 words each,
and hence there were about 33 blanks which S was instructed to
try to fill with the deleted word. This technique has been shown by
Rubenstein and Aborn (1958) to be a reasonably sensitive measure
of prose retention. Three different types of passage were included
in the experiment: descriptions. narratives, and arguments. Two
examples of each type were constructed giving six passages in all,
each of which contained ten sentences. Each of 30 Ss was tested on
all six passages, comprising one experimental and one control con­
dition for each of the three passage types. Subjects were tested in
two separate groups, each receiving a different ordering of the six
passages.

Table V shows the mean number of correctly completed blanks
for the control and experimental conditions together with the mean
number of digit sequences correctly reported in the two conditions.
The digit preload impaired performance on the comprehension test
for all three types of passage. Differences were significant for the
descriptions (Z = 2.81, P < .01, vVilcoxon test) and the narratives
(Z = 2.91, P < .01), but not for the arguments (2 = 1.14, P > .05).
Thus, test performance is impaired when digits have to be held in
store during presentation of the passage. Digit recall scores were

TABLE V

COMPREHENSION AND DIGIT RECALL SCORES WITH AND WITHOUT ADDITIONAL

MEMORY LOAD FOR THREE TYPES OF PASSAGE

Type Memory
of load

passage condition Comprehension score" Digit recall scoreb

Description No load 16.B II.B
Load 13.3 7.7

Narrative No load 20.1 11.4
Load 1B.0 7.B

Argument No load 14.5 11.4
Load 13.6 B.1

.. Mean no. of blanks correctly filled in-max = 33
b Mean no. of digit strings correctly reported-max = 14

•

also poorest in the experimental condition, but this was, of course,
to be expected in view of the long filled retention interval in this
condition.

While the results can be interpreted as showing that compre­
hension is impaired by an additional short-term storage load, this
conclusion is not unchallengeable. Firstly, the Cloze procedure is
probably a test of prompted verbatim recall and may not measure
comprehension. Secondly, the control condition of the experiment
may not have been entirely satisfactory. If the time between sen­
tences is important for comprehension of the meaning of the passage
as a whole, the control group itself may have suffered from an ap­
preciable amount of interference. The next experiment goes some
way to overcoming both these objections, using the concurrent mem­
ory load procedure instead of the preload technique.

2. Experiment VI: Effects of " ConCllrrent Memory Load on
Comprehension

This experiment compared the effects of three levels of concurrent
storage load on prose comprehension. In all three conditions, the
memory items were presented visually at a rate of one per second
using a TV monitor. The concurrent memory load tasks were as
follows. In the three-digit load condition, S was always presented
with sequences of three digits, each sequence being followed by a
2-second blank interval during which S attempted to recall and write
down the three digits he had just seen. In the six-digit condition,
the sequences all comprised six items and were followed by a 4-second
blank interval. Again S was instructed not to recall the digits until
the sequence had been retlloved. l~ime intervals were chosen so as
to keep S busy with the digit memory task, and were also such that
all conditions would require input and output of the same total
number of digits. In the control condition, S was presented with se­
quences of three and six digits in alternation. After each three-digit
list there was a 2-second blank interval, and after each six-digit list
the blank interval was 4 seconds. In this case, however, S was simply
required to copy down the digits while they were being presented.
It was hoped that this task would require the minimal memory
load consistent with the demand of keeping the amount of digit
writing constant across conditions. The main difference between the
three conditions was, therefore, the number of digits which S was
required to store simultaneously. Instructions emphasized the im-
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partance of accuracy on all three digit tasks, and an invigilator
checked that Ss were obeying the instructions.

Comprehension was tested using six passages taken from the Neale
Analysis of Reading Ability (Neale, 1958). Two passages (those
suited for 12- and 13-year-old children) were selected from each of
the three parallel test forms. Each passage comprised approximately
120 words and was tested by eight standardized questions. These
have the advantage of testing comprehension of the passage without
using the specific words used in the original presentation. They can,
therefore, be regarded as testing retention of the gist of the passage
rather than verbatim recall. Answers were given a score of one if
correct, half if judged almost correct, and zero otherwise. At the
start of each trial, the experimenter announced which version of the
digit task was to be presented before testing began. After a few
seconds of the digit processing task, the experimenter began to read
out the prose passage at a normal reading rate and with normal
intonation. At the end of the passage, the digit task was abandoned
and the experimenter read out the comprehension questions. A
total of 15 undergraduates were tested in three equal-sized groups,
in a design which allowed each passage to be tested once under each
of the three memory load conditions.

The mean comprehension scores for the three conditions are
shown in Table VI. The Friedman test showed significant overall
effects of memory load (x/ = 7.3, P < .05). Wilcoxon tests showed
that the six-digit memory load produced lower comprehension scores
than either the control condition (T = 19, N = 14, P < .05), or the
three-dig·it condition (T = 19.5, N = 15, P < .05). There was no
reliable difference between the three-digit load and control condi­
tions (T = 44.5, N = 14, P> .05). Thus, comprehension is not re­
liably affected by a three-item memory load, but is depressed by a
six-item load, a pattern of results 'wh ich is very similar to that ob­
served with the verbal reasoning task.

TABLE VI

MEAN COMPREHENSION SCORES AS A FUNCTION aI' SIZE OF CONCURRENT

MEMORY LOAD

While Experiments IV and V present prima facie evidence tor the
role of working memory in comprehension, it could be argued that
we have tested retention rather than comprehension. From what
little we know of the process of comprehension, it seems likely that
understanding and remembering are very closely related. It is, how­
ever, clearly desirable that this work should be extended and an
attempt made to separate the factors of comprehension and retention
before any final conclusions are drawn.

If comprehension makes use of STM, it should be possible to
impair performance on comprehension tasks by introducing pho­
nemic similarity into the test material. To test this hypothesis using
the prose comprehension task of the previous experiment would
have involved the difficult task of producing· passages of phonemi­
cally similar words. We chose instead to study the comprehension of
single sentences, since the generation of sentences containing a high
proportion of phonemically similar words seemed likely to prove
less demanding than that of producing a whole passage of such
material.

3. Experiment Vll: Phonemic Similarity and Sentence
Comprehension

The task used in this experiment required S to judge whether a
single sentence was impossible or possible. Possible sentences were
both grammatical and meaningful, while impossible sentences were
both ungrammatical and relatively meaningless. Impossible sentences
were derived from their possible counterparts by reversing the order
of two adjacent words near the middle of the possible sentence. Two
sets of possible sentences were constructed, one comprising pho­
nemically dissimilar words and the other one containing a high pro­
portion of phonemically similar words. An example of each type of
possible sentence together with its derived impossible sentence is
shown in Table VII. In order to equate the materials as closely as

TABLE Vll

EXAMPLES OF THE SENTENCES USED IN EXPERIMENT VIII

Mean comprehension score (max = 8)

Control
(1~digit)

5.9

Memory load

\
3-digit

5.6

6-digit

4.8

Phonemically dissimilar

Phonemically similar

Possible version

Dark skinned Ian
thought Harry ate in bed

Red headed Ned said Ted
fed in bed

Impossible version

Dark skinned Ian
Harry thought ate in bed

Red headed Ned Ted said
fed in bed
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TABLE VIII

possible, each phonemically similar sentence was matched with a
phonemically dissimilar sentence for number of words, grammatical
form, and general semantic content. There were nine examples of
each of the four conditions (phonemically similar possible; pho­
nemically similar impossible; phonemically dissimilar possible, and
phonemically dissimilar impossible), giving 36 sentences in all.

Each sentence was typed on a white index card and was exposed
to S by the opening of a shutter approximately half a second after
a verbal warning signal. The sentence remained visible until Shad
responded by pressing one of two response keys. Instructions stressed
both speed and accuracy. Twenty students served as Ss and were
given ten practice sentences before proceeding to the 36 test sen­
tences which were presented in random order.

Since reading speed was a potentially important SOUTce of variance,
13 of the 20 Ss were asked to read the sentences aloud at the end of
the experiment and their reading times were recorded. The 36 sen­
tences were grouped into four sets of nine, each set corresponding to
one of the four experimental conditions and were typed onto four
separate sheets of paper. The order of presenting the sheets was
randomized across Ss, and the time to read each was measured by a
stopwatch.

Table VIII shows mean reaction times for each of the four types
of sentence, together with reading Tate (or each condition. It is clear
that phonemic similarity increased the judgment times for both
possible and impossible sentences [F(I,9) = 8.77, P < .01], there be­
ing no interaction between the effects of similarity and grammati­
cality [F(I,9) < I]. An interaction between the effects of phonemic
similarity and sentence type [F(8,152) = 4,38, P < .001] suggests that
the effect does not characterize all the sentences presented. Inspec-

RESULTS OF EXPERIMENT VIII

Possible Impossible

tion of the three sentence sets out of nine which show no similarity
effect suggests that this is probably because the dissimilar sentences
in these sets contained either longer or less frequent words than
their phonemicaBy similar counterparts. Clearly, future experiments
should control word length and frequency.

Reading times did not vary appreciably with phonemic similarity
[F(I,12) < I]. It IS, therefore, clear that phonemic similarity inter­
fered with the additional processing over and above that involved
in reading, required to make the possible impossible judgment. As
Table VIII suggests, although impossible sentences took longer to
read than pOSSIble sentences [F(I,12) = 41.6, P < .001], they were
judged more rapidly [F(I,19) = 17.3, P < .001]. This contrast sug­
gests that when judging impossible sentences, 5 was able to lnake
his judgment as soon as an unlikely word was encountered and did
not have to read the entire sentence.

To summarize the results of this section: first, comprehension of
verbal material is apparently impaired by a concurrent memory load
of six items but is relatively unimpaired by a load of three or less.
Second, it appears that verbal comprehension is susceptible to dis­
ruption by phonemic similarity. It should be noted, however, that
use of the term comprehension has necessarily been somewhat loose;
it has been used to refer to the retention of the meaning of prose
passages on the one hand and to the detection of syntactic or se­
mantic "impossibility" on the other. Even with single-sentence ma­
terial, 5s can process the information in a number of different ways
depending on the task demands (Green, 1973). It should, therefore,
be clear that the use of the single term "comprehension" is not meant
to imply a single underlying process. Nevertheless, it does seem
reasonable to use the term "comprehension" to refer to the class of
activities concerned with the understanding of sentence material.
Tasks studied under this heading do at least appear to be linked by
the common factor of making use of a short-term or working mem­
ory system. As in the case of the verbal reasoning studies this system
appears to be somewhat disrupted by the demands of a near-span
additional memory load and by the presence of phonemic similarity.

It might reasonably be argued that the reasoning task we studied
is essentially a measure of sentence comprehension and that we have,
therefore, explored the role of working memory in only one class
of activity. The next section, therefore, moves away from sentence
material and studies the retention and free recall of lists of unrelated
words. The free recall technique has the additional advantage of
allowing us to study the effects that the variables which appear to3.19 3.08

3.18 3.06

version Average

Mean reading time
(sec)

2.93

•
2.96

version
Possible Impossible

2.62 2.73

2.83 2.93

version Average

Mean RT for judgment of
"possibility" (sec)

2.84

3.03

version
Sentence

type

Phonemically
dissimilar

Phonemically
similar
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trials of the experiment were divided into blocks of three, in which
each load condition occurred once. Subject to this constraint, the
ordering of conditions was random. Twenty-one undergraduates
served in each of the two subgroups. Figure 3 shows the serial posi­
tion curves for recall as a function of size of preload for the imme­
diate and delayed recall conditions. Analysis of variance showed
significant effects due to delay [F(I,40) = 9.85, P < .01], serial posi­
tion [F(15,600) = 49.4, P < .001], and the delay X serial position
interaction [F(15,600) = 33.4, P < .001]. These correspond to the
standard finding that delaying free recall abolishes the recency effect.
There were also significant effects due to memory load [F(2,80) =
35.8, P < .00 IJ, to the memory load X serial position interaction,
[F(30,1200) = 1.46, P < .05], and to the load X serial position X
delay interaction [F(30,1200) = 1.80, P < .OIJ.

The overall percentage of words recalled declined with increased

have influenced the operation of working memory in the previous
experiments have on the recency effect, a phenomenon which has in
the past been regarded as giving a particularly clear indication of
the operation of STS.

C. WORKING MEMORY AND FREE RECALL

1. Experiment VHf: Memory Preload and Free Recall

This experiment studied the free recall of lists of 16 unrelated
words under conditions of a zero-, three-, or six-digit preload. The
preload was presented before the list of words and had to be retained
throughout input and recall, since 5 was only told at the end of
the recall period whether to write the preload digit sequence on
the right- or left-hand side of his response sheet. The experiment
had two major aims. The first aim was to study the effect of a preload
on the LTM component of the free recall task, hence giving some
indication of the possible role of working memory in long-term
learning. The second aim was to study the effect of a preload on the
recency effect. Since most current views of STS regard the digit span
and the recency effect as both making demands on a common short­
term store, one might expect a dramatic reduction of recency when
a preload is imposed. However, as was pointed out in the intro­
duction, there does appear to be a good deal of difference between
the characteristics of STS revealed by the digit span procedure (sug­
gesting that it is a serially ordered speech-based store) and the char­
acteristics suggested by the recency effect in free recall (which ap­
pears to be neither serially ordered nor speech-based).

All lists comprised 16 high-frequency words equated for word
length and presented auditorily at a rate of two seconds per word.
Subjects were given a preload of zero, three, or six digits and were
required to recall the words either immediately or after a delay of
30 seconds during which subjects copied down letters spoken at a
one-second rate. In both cases, they had one minute in which to
write down as many words as they could remember, after which
they were instructed to write down the preload digits at the left­
or right-hand side of their response sheets. Instructions emphasized
the importance of retaining the preload digits.

The design varied memory load as a within 5 factor, and delay
of recall between 5s. The same set of 15 lists were presented to both
immediate and delayed recall groups. 'Vithin4lach group there were
three subgroups across which the assignment of particular lists to
particular levels of preload was balanced. For each group the IS
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TABLE IX

PERCENT....GES OF WORDS RECALLED IN TilE VARIOUS

CONDITIONS OF EXPERIMENT X

preload (see Table IX). Comparison between means using the New­
man-Keuls procedure showed that the impairment due to a three­
digit preload was just significant (P < .05) while the six-digit preload
condition was significantly worse than both the control and the three·
digit preload conditions at well beyond the .0 I significance level.

It is clear from Fig. 3 that the load effect was restricted to the long-l
term component of recall and did not substantially influence the
recency effect.

The first conclusion from this study is that performance on the
secondary memory component of free recall is adversely effected by
a digit preload, with the size of the decrement being a function of
the size of the preload. A somewhat more dramatic finding is the
apparent absence of a preload effect on the recency component.
There are, however, at least two classes of interpretations of this re·
suit. The first is to conclude that an STM preload does not interfere
with the mechanism of the recency effect. This would be a striking
conclusion, since the "standard" account of recency assumes that the
last few items are retrieved from the same store that would be used
to hold the preload ilems. To accept this hypothesis would require
a radical change of view concerning the nature of the recency effect.
An alternative hypothesis is to assume that S begins to rehearse the
preload items at the beginning of the list, and by the end of the list
has succeeded in transferring them into LTS, freeing his STS for
other tasks. Two lines of evidence support this suggestion: firstly,
there was only a marginal effect of preload on recall of the last few
items when recall was delayed (see Fig. 3). This suggests that the
preload effect diminished as the list progressed. Secondly, when ques­
tioned after the experiment, 37 out of 39 Ss stated that they carried
out some rehearsal of the digits, and 26 of these said that they re­
hearsed the digits mostly at the beginning~f the word list. Clearly,
our failure to control Ss, rehearsal strategies prevents our drawing
any firm conclusions about the influence o[ preload on the recency

Immediate recall
Delayed recall

Zero

43.9
35.5

Memory load

3.digits

41.6
32.3

6-digits

35.2
24.5

effect. The next experiment, therefore, attempts to replicate the
present results under better controlled conditions.

Before passing on to the next experiment, however, it is perhaps
worth noting that the delayed recall technique for separating the
long- and short-term components in free recall is the only one of the
range of current techniques which would have revealed this po­
tential artifact. Techniques which base their estimates of the two
components entirely on immediate recall data assume that the LTS
component for later items in the list can be estimated from per­
formance on the middle items. In our situation, and possibly in
many others, this assumption is clearly not valid.

2. Experiment IX: Concl/rrent Memory Load and Free Recall

This experiment again studied the effects of three levels of mem­
ory load on immediate and delayed free recall. In general, procedures
were identical with Experiment VIII, except that the concurrent
load rather than the preload technique was used. This involved the
continuous presentation and test of digit sequences throughout the
presentation of the memory list. In this way, it was hoped to keep
the memory load relatively constant throughout the list and so avoid
the difficulties of interpretation encountered in the previous study.

The concurrent load procedure was similar to that described for
Experiment VI and involved the visual presentation of digit se­
quences. In the six-digit concurrent load condition, sequences of
six digits were visible for four seconds, followed by a four-second
blank interval during which S was required to recall and write down
the six digits. The three-digit concurrent load condition was similar
except that the three-digit sequences were presented for only two
seconds and followed by a two-second blank interval, while in the
control condition, S saw alternate sequences of three and six digits,
followed, respectively, by gaps of two and four seconds. In this con­
dition, however, he was instructed to copy down the digits as they
appeared. The three conditions were thus equal in alTIOunt of writ­
ing required, but differed in the number of digits that had to be
held in memory simultaneously.

The procedure involved switching on the digit display and re­
quiring S to process digils for a few seconds before starting the
auditory presentation of the word list. The point at which the word
list began was varied randomly from trial to trial. This minimized
the chance that a particular component of the digit task (e.g., input
or recall) would be always associated with particular serial positions
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three- and six-digit load conditions Over the last few serial positions
m the delayed recall conditIOn (see Fig_ .3). Thus, even though six
dIgits ale concurrently bemg stored during the input of the final
w~rds of the hst, the recency effect is unimpaired. To account [or
thIS, It must be assumed that the recency mechanism is independent
from that mvolved m the memory span task. According t
d I t I . h d· . 0 mostua -s ore t leones, t e Iglt span task ought to keep STS· II
f II . d S· VIrtua y
u y occuple. mce the recency effect is commonly supposed to

depend on output from thiS store, the digit span task should seri­
ously reduce the amount of recency observed. It seems, therefore,
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In the word list. After the last word of each list, the visual display
was switched off and Ss immediately abandoned the digit task. In
the immediate recall condition, they were allowed one minute for
written recall of the words, while in the delayed condition they
copied a Iist of 30 letters read ou t at a one-second rate before be­
ginning the one-minute recall period.

The design exactly paralleled that used in the previous experi­
ment, with 17 undergraduates being tested in the immediate recall
condition and 17 in the delayed condition. High accuracy on the
digit task was emphasized; each of the three-digit processing pro­
cedures was practiced before beginning the experiment, and behavior
was closely monitored during the experiment to ensure that in­
structions were obeyed.

The immediate and delayed recall serial position curves are shown
in Fig. 4. Because of the scatter in the raw data, scores [or adjacent
serial positions have been pooled, except for the last four serial posi­
tions. Analysis of variance indicated a significant overall effect of
memory load [F(2,64) = 45.2, P < .01], with mean percentage cor­
rect scores being 31.8, 31.2, and 24.8 for the zero-, three- and six-item
load conditions, respectively. The Newman-Keuls test indicated a
significant difference between the six-digit load condition and both
other conditions (P < _01), which did not differ significantly between
themselves.

As Fig. 4 suggests, there were highly significant effects of serial
position [F(15,480) = 70_7, P < .01], of delay [F(I,32) = 26.6, P <
.01], and of their interaction [F(15,480) = 29.1, P < .001], indi­
cating the standard effect of delay on the recency component. The
analysis showed no evidence of a tWQ-\vay interaction between mem­
ory load and serial position (F < I) and very weak evidence for a
three-way interaction among memory load, serial position, and delay
[F(30,960) = 1.32, P > .!OJ. The general conclusion, therefore, is
that an additional concurrent memory load, even of six items, does
not significantly alter the standard recency effect.

This conclusion confirms the result o[ the previous experiment,
but rules out one of the possible interpretations o[ the earlier data.
With the preload technique, the absence o[ an effect of load on
recency might have been due to a progressive decline in the "effort"
or "difficulty" associated with the digit task during input of the
word list. Such an explanation is not appropriate for the present
results since the concurrent load procedure ensured that the digit
memory task was carried out right through input of the word lists,
a conclusion which is supported by the ~ntinued separation of the
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that the buffer-storage account of recency is faced with a major
difficulty.

Our data suggest then that a concurrent load of six items does
impair the long-term component of free recall. Furthermore, as in
the case of our reasoning task and prose comprehension studies, a
load of three items has only a marginal effect. These results are con­
sistent with the hypothesis of a working memory, which has some
features in common with the memory span task. Since the memory
load was present only during input of the words and not during
recall, it is reasonable to conclude that working memory is con­
cerned with the processes of transferring· information to LTM. The
absence of an effect of concurrent storage load on the recency effect
suggests that working memory may have little or nothing to do with
the recency effect. This hypothesis is discussed more fully in the
concluding section of the chapter, when extra evidence against a
buffer-storage account of recency is presented and an alternative
interpretation suggested.

3. Expe,·imenl X.- Speech Coding and Free Recall

In the case of both verbal reasoning and comprehension, we ob­
served a similar effect of preload to that shown in the last two ex­
periments, together with clear evidence of phonemic coding. This
was revealed by effects of both acoustic similarity and articulatory
suppression in the reasoning task, and by acoustic similarity effects
in comprehension. There already exists evidence that phonemic
similarity may be utilized in free recall (Baddeley &: 'Varrington,
1973; Bruce &: Crowley, 1970), provided at least that the phonemi­
cally similar items are grouped during presentation. The effects ob­
served were positive, but since acoustic similarity is known to impair
recall of order while enhancing item recall ('Vickelgren, 1965), this
would be expected in a free recall task. It is perhaps worth noting
in connection with the dichotomy between span-based indicators of
STS and evidence based on the recency effect suggested by the re­
sults of the last two experiments that attempts to show that the
recency effect is particularly susceptible to the effects of phonemic
similarity have proved uniformly unsuccessful (Craik &: Levy, 1970;
Glanzer, Koppenaal, &: Nelson, 1972). Although there is abundant
evidence that 5s may utilize phonemic simil~·ity in long-term learn­
ing, this does not present particularly strong evidence in favor of a
phonemically based working memory, since 5s are clearly able to

utilize a very wide range of characteristics of the material to be
learnt, possibly using processes which lie completely outside the
working memory system. The next experiment, therefore, attempts
to examine the role of articulatory coding in long-term learning
more directly using the articulatory suppression technique. It com­
prises one of a series of unpublished studies by Richardson and
Baddeley and examines the effect of concurrently articulating an
irrelevant utterance on free recall for visually and auditorily pre­
sented word sequences.

Lists of ten unrelated high-frequency words were presented at a
rate of two seconds per word either visually, by memory drum, or
auditorily, which involved the experimenter reading out the words
from the memory drum, which was screened from S. A total of 40
lists were used, and during half of these S was required to remain
silent during presentation, while for the other half he was instructed
to whisper "hiya" [an utterance which Levy (1971) found to produce
effective suppression] at a rate of two utterances per second through.
out the presentation of the word Jist. Half the Ss articulated for the
first 20 lists and were silent for the last 20, while the other half per­
formed in the reverse order. ~Janipulation of modality was carried
out according to an Ai' BA design, with half the Ss receiving visual
as the first and last conditions, and half receiving auditory first and
last. Each block of ten lists was preceded by a practice list in the
appropriate modality and with the same vocalization and recall
conditions. Following each list, S was instructed to recall immedi­
ately unless the experimenter read out a three-dig·it number, in
which case he was to count backwards from that number by three's.
Half the lists in each block of ten were tested immediately and half
after the 20-second delay; in each case 5 was allowed 40 seconds for
recall. Sixteen undergraduates served as 5s. The major results of
interest are shown in Fig. 5, from which it is clear that articulatory
suppression impaired retention [F(I,II85) = 19.6, P < .001). The
effect is shown particularly clearly with visual presentation and
appears to be at least as marked [or the earlier serial positions which
are generally regarded as dependent on LTS, as for the recency com­
ponent. This result is consistent with the suggestion of a working
memory operating on phonemically coded information and trans­
ferring it to LTS. It further supports Glanzer's (1972) conclusion
that the recency effect in free recall does not reflect articulatory
coding and lends further weight to the suggestion that working mem­
ory is probably not responsible for the recency effect.



Fig. 5. Effect of concurrent articulation on free n:call of visually and aurally pre­
selHed word lists. (Data from Richardson and Baddeley. unpublished.)

III. A Proposed Working Memory System

\Ve have now studied the eflect of factors which might be sup­
posed to influence a working memory system, should it exist, across
a range of cognitive tasks. The present section attempts to summarize
the results obtained and looks for the type of common pattern which
might suggest the same system was involved across the range of
tasks.

Table X summarizes our results so far. We have studied three
types of task: the verbal reasoning test, languag'e comprehension, and
the free recall of unrelated words. As Table X shows, these have in
all three cases shown a substantial impairment in performance when
an additional memory load of six items ,vas imposed. In contrast to
this, a load of three items appears to have little or no decremental
effect, an unexpected finding which is ~mmon to all three situa­
tions. In the case of phonemic similarity. we have found the type of

Working Memory

TABLE X

SUMMARY OF EXPERIMENTAL RESULTS (PARADIGM)

Verbal
Free recall

reasoning Comprehension LTS Recency

Memory load Small
1-3 items No effect No effect decrement No effect
6 items Decrement Decrement Decrement No effect

Phonemic
similarity Decrement Decrement Enhancement No effect

Articulatory
suppression Decrement Not studied Decrement No effect

effect that would be expected on the assumption of a working mem­
ory system having characteristics in common with the digit span.
Such effects are reflected in a performance decrement in those tasks
where the retention of order is important (the reasoning and sen­
tence judging tasks), coupled with a positive effect in the free recall
situation for which the recall order is not required. Finally we have
found that articulatory suppression, a technique which is known
to impair digit span (Baddeley & Thomson, unpublished), has a
deleterious effect in the two situations in which we have so far
studied it, namely reasoning' and free recall learning.

There appears then to be a consistent pattern of effects across the
three types of task studied, strongly suggesting the operation of a
common system such as the working memory initially proposed.
This system appears to have something in common with the mech­
anism responsible for the digit span, being susceptible to disruption
by a concurrent digit span task, and like the digit span showing
signs of being based at least in part upon phonemic coding. It should
be noted, however, that the degree of disruption observed, even with
a near-span concurrent memory load, was far from massive. This
suggests that although the digit span and working memory overlap,
there appears to be a considerable component of working memory
which is not taken up by the digit span task. The relatively small
effects of phonemic coding and articulatory suppression reinforce
this view and suggest that the articulatory component may com­
prise only one feature of working memory. eoltheart's (1972) failure
to find an effect of phonemic similarity on a concept formation task
is, therefore, not particularly surprising.

We would like to suggest that the core of the working memory
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system consists of a limited capacity "work space" which can be di­
vided between storage and control processing demands. The next
three sections comprise a tentative attempt to elaborate our view of
the working memory system by considering three basic questions:
how work space is allocated, how the central processing system and
the more peripheral phonemic rehearsal system interact in the mem­
ory span task, and, finally, whether different modalities each have
theiT own separate working memory system.

A. ALLOCATION OF WORK SPACE

Our data suggest that a trade-off exists between the amount of
storage required and the rate at which other processes can be earned
out. In Experiment III, for example, Ss solved verbal reasoning
problems while either reciting a digit sequence, repeating the word
the, or saying nothing. It is assumed that reciting a digit sequence
requires more short-term storage than either of the other two con­
ditions. Reasoning times, which presumably reflect the rate at which
logical operations are carried out, were substantially increased in
this condition. Furthermore, problems containing passive and nega­
tive sentences were slowed down more than problems posed as active
and affirmative sentences. Since grammatically cotnplex sentences
presumably require a greater number of processing operations than
simple sentences, this result is consistent with the assumed trade-off
between storage-load and processing-rate.

The effect of additional memory load on free recall may be used
to make a similar point. Experiments on presentation rate and free
recall suggest that "transfer" to LTS proceeds at a limited rate.
Since increasing memory load reduced transfer to LTS, it is arguable
that this may result from a decrease in the rate at which the control
processes necessary for transfer could be executed.

However, although our evidence suggests some degree of trade-off
between storage-load and processing-rate, it would probably be un­
wise to regard working memory as an entirely flexible system of
which any part may be allocated either to storage or processing.
There are two reasons for this. In the first place, there may ulti­
mately be no clear theoretical grounds for distinguishing processing
and storage: they may always go together. Secondly, at the empirical
level, a number of results show that it is difficult to produce appre­
ciable interference with additio~l memory loads below the size of
the span. This may mean that a part of the system that may be used
for storage is not available for general processing. When the capacity

of this component i~ exceeded, then some of the general-purpose
work space must be devoted to storage, with the result that less space
is available for processing. We shall discuss this possibility in more
detail in the next section.

The final point concerns the factors which control the trade-off
between the amount of work space allocated to two competing tasks.
Results show that instructional emphasis is at least one determinant.
In Experiment II, for example, Ss for whom the memory task was
emphasLzed showed a very much greater effect of a six-digit preload
on reasoning time than was shown by a second group who were in­
structed that both tasks were equally important. Evidence for a simi­
lar effect in free recall learning has been presented by Murdock
(1965). He showed that a concurrent card-sorting task interfered with
the long-term component of free recall and that the trade-off between
performance on the two tasks was determined by the particular
payoff specified in the instructions.

B. THE ROLE OF 'I\'ORKING MEMORY IN THE MEl'vIORY SPAN

We have suggested that the working memory system may contain
both flexible work space and also a component that is dedicated to
storage. This view is illustrated by the following suggested inter­
pretation of the role of working memory in the memory span task.
It is suggested that the memory span depends on both a phonemic
response buffer which is able to store a limited amount of speechlike
material in the appropriate serial order and the flexible component
of working memory. The phonemic component is relatively passive
and makes few demands on the central processing space, provided
its capacity is not exceeded. The more Hexible and executive com­
ponent of the system is responsible for setting up the appropriate
phonemic "rehearsal" routines, i.e., of loading up the phonemic
buffer and of retrieving information from the buffer when necessary.
Provided the memory load does not exceed the capacity of the pho­
nemic buffer, little demand is placed upon the central executive,
other than the routine recycling of the presumably familiar sub­
routines necessary for rehearsing digits. When the capacity of the
phonemic buffer is exceeded. then the executive component of work·
ing memory must devote more of its time to the problem of storage.
This probably involves both recoding in such a way as to reduce
the length or complexity of the phonemic subroutine involved in
rehearsal and also devoting more attention to the problem of re­
trieval. It is, for example, probably at this stage that retrieval rules
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Fig. 6. Effect of word length on shaH· term serial recalL (Data from Baddeley and
Thomson, unpublished.)

become useful in allowing 5 to utilize his knowledge of the experi­
mental situation in order to interpret the deteriorated traces emerg­
ing from an overloaded phonemic buffer. (Baddeley, 1972). .

According to this account, the span of Immediate memory IS set
by two major factors: the capacity of the phonemIc loop, which IS

presumably relatively invariant, and the abtllty of the central ex­
ecutive component to supplement this, both by recodlllg at mput
and reconstruction at the recall stage. We have begun to study the
first of these factors by varying word length in the memory span
situation. Figure 6 shows the results of an experiment in which eight
5s were presented with sequences of five words from each of five sets.
Each set comprised ten words of equal frequency of occurrence, but
sets varied in word length, ranging in number of syllables from one
through five. There is a clear tendency for performance to dechne
as word length increases. A similar result was mdependently ob­
tained by Standing (personal comm"'Vication) who observed a nega­
tive correlation between the memory span for a given type of ma­
terial and the speed at which that material can be articulated. It IS
perhaps worth noting at this point that Craik (1968) reports that

the recency effect in free recall is unaffected by the word length,
suggesting once again a clear distinction between factors influencing
the recency effect in free recall and those affecting the memory span.
Watkins (1972) has further observed that word length does not
influence the modality effect, but does impair the long-term com­
ponent of verbal free recall. The former result would tend to sug­
gest that the precategorical acoustic store on which the modality
effect is generally assumed to rely (Crowder & Morton, 1969) lies
outside the working memory system.

\,ye, therefore, appear to have at least tentative evidence for the
existence of a phonemic buffer, together with techniques such as
articulatory suppression and the manipulation of word length which
hopefully will provide tools for investigating this component in
greater depth. It is possible that this component plays a major role
in determining the occurrence of both acoustic similarity effects in
memory and perhaps also of such speech errors as tongue twisters
and spoonerisms. It seems likely that although it does not form the
central core of working memory the phonemic component will
probably justify considerably more investigation.

The operation of the central component of working memory seems
likely to prove considerably more complex. It seems probable that
it is this component that is responsible for the "chunking" of ma­
terial which was first pointed out by Miller (1956) and has subse­
quently been studied in greater detail by Siak (1970), who taught
subjects to recode digit sequences into a Jetter code which ensured
an alternation between consonants and vowels. This allowed a dra­
matic reduction in the number of phonemes required to encode the
sequence and resulted not only in a marked increase in the digit
span, but also in a clear improvement in the performance of a range
of tasks involving the long-term learning of digit sequences. A similar
recoding procedure, this time based on prior language habits, is
probably responsible for the observed increase in span for letter se­
quences as they approximate more closely to the structure of English
words. This, together with the decreased importance of phonemic
similarity, suggests that 5 is chunking several letters into one speech
sound rather than simply rehearsing the name of the letter (Baddeley,
1971).

During retrieval, the executive component of the working mem­
ory system is probably responsible for interpreting the phonemic
trace; it is probably at this level that retrieval rules (Baddeley, 1972)
are applied. These ensure that a trace is interpreted within the con­
straints of the experiment, with the result that Ss virtually never pro-
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duce completely inappropriate responses such as letters in an experi­
ment using digits. We have unfortunately, however, so far done little
to investigate this crucial central executive component; techniques
aimed at blocking this central processor while leaving the peripheral
components free should clearly be developed if possible.

C. ONE OR MANY WORKING MEMORIES?

Our work so far has concentrated exclusively on verbal tasks, and
the question obviously arises as to how general are our conclusions.
It seems probable that a comparable system exists for visual mem­
ory which is different at least in part from the system we have been
discussing.

Brooks (1967, 1968) studied a number of tasks in which 5 is in­
duced to form a visual image and use this in an immediate memory
situation. He has shown that performance in such a situation is im­
paired by concurrent visual processing. in contrast to equivalent
phonemically based tasks, which are much more susceptible to con­
current verbal activity. We have confirmed and extended Brooks'
results using visual pursuit tracking (Baddeley, Grant, Wight, &:
Thomson, 1974) which was found to cause a dramatic impairment
in performance on a span task based on visual imagery, while pro­
ducing no decrement in performance on an equivalent phonemically
based task. Further evidence for the existence of a visual memory
system which may be unaffected by heavy phonemic processing de­
mands comes from the study by Kroll, Parks, Parkinson, Bieber, and
Johnson (1970), who showed that 5s could retain a visually presented
letter over a period of many seconds of shadowing auditory material.

From these and many other studies, it is clear that visual and
auditory short-term storage do employ different subsystems. 'Vhat
is less clear is whether we need to assume completely separate parallel
systems for different modalities, or whether the different modalities
may share a common central processor. Preliminary evidence for the
latter view comes from an unpublished study by R. Lee at the Uni­
versity of St, Andrews. He studied tnemory for pictures in a situation
where 5s were first familiarized with sets of pictures of a number of
local scenes, for which they were taught an appropriate name. Several
slightly different views of each scene were ~ed although only half
of the variants of each scene were presented'lluring the pretraining
stage. Subjects were then tested on the full set of pictures and were
reg uired in each case to name the scene, saying \l,:hether the par·
ticular version shown was an "old" view which they had seen before

or a "new" one. Subjects' performance was compared both while
domg this task alone and while doing a concurrent mental arith­
metic task (e.g., multiplying 27 and 42). Subjects were able to name
the scenes without error in both conditions, but made a number of
errors in deciding whether or not they had seen any given specific
View of th~t scen,e; thes~ ~rrors were markedly more frequent in the
mental arIthmetIC conditIOn, suggesting that the visual recognition
pro~ess was competing for lImned processing capacity with the arith­
metic task. One obvious interpretation of this result is to suggest
that the central processor which we have assumed forms the core of
working memory in aUf verbal situations plays a similar role in visual
memory, although this time with a separate peripheral memory
component, based on the visual system. What little evidence there
exists, therefore, suggests that the possibility of a single common cen­
tral processor should be investigated further, before assuming com­
pletely separate working memories for different modalities.

D. 'VORKING ~1EMORY AND THE RECENCY EFFECT IN FREE
RECALL

A major distinction between the working memory system we pro­
pose and STS (Atkinson &: Shiffrin, 1968) centers on the recency
effect 111 free recall. Most theories of ST~I assume that retrieval from
a temporary buffer store accounts for the recency effect, whereas our
own results ,arg~e against this view. It is suggested that working
memory, whIch 111 other respects can be regarded as a modified STS,
does not provide the basis for recency.

Experiment IX studied the effect of a concurrent digit memory
task on the retention of lists of unrelated words. The results showed
that when 5s were concurrently retaining six digits, the LTS com­
ponent ofrecall was low, but recency was virtually unaffected Sinc,
SIX dl ItS IS ver near the memory span, the STS model would have
to assume that S IS U a most to capacity or an appreCia Ie part
of the time dUring the learning of the words for free recall. On this
model, both recency an LTS transfer should be lowered by the
additional short-term storage load. As there was no loss of recency,
It seems that an STS account of recency is inappropriate. Instead, it
seems that recency reRects retrieval from a store which is different
from that used for the digit span task. Perhaps the most important
aspect of thiS mterpretatlon IS that the limited memory span and
lImited rate of transfer of information to LTS must be regarded as
haVIng a common origin which is different from that of the recency

69



82
Alan D. Baddeley and Graham Hitch

Working Memory 83

Fig. 7. Recall of anagram solutions as a function of order of presentation of the
problems. (Data from Baddeley. 1963.)
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before and after each word, 5 was engaged in a 20-second period of
countmg backwards by three's. Under these conditions the serial
position curve showed a strong recency effect. After learning four
such l.ists, 5 was asked to recall as many words as possible from all
four lISts. Even on thIS final recall, the last items from each of the
hsts were recalled markedly better than items from earlier positions.
Neither of these two recency effects is easily attributable to retrieval
from a short-term buffer store. With the initial recall, the counting
task ought to have displaced words from the buffer. In the case of
the final recall the amount of interpolated activity was even !!reater
Tzeng's results, therefore, suggest at the very least that the ~ecenc;
effect IS not always attributable to output from buffer storage. Tzeng
CItes further eVidence (unpublished at the time of writing) from
Dalezman and from Bjork and Whitten, in both cases suggesting
that recency may occur under conditions which preclude the oper­
atIOn of STS.

Baddeley (1963) carried out an experiment in which 5s were given
a hst of 12 anagrams to solve. Anagrams were presented one at a
time for as long as it took for a solution to be found, up to a limit
of one mmute, at whIch time the experimenter presented the solu­
tIOn. After the final anagram, 5 was questioned about his strategy
and was then asked to freely recall as many of the solution words
as pOSSIble. The results of the recall test are shown in Fig. 7 since
they were not reported m the original paper. They show that despite
the unexpected nature of the recall request and the delay while 5
dIScussed hIS strategy, a pronounced recency effect occurs. Since each
Item except the last was followed by up to a minute of problem-

IV. The Nature of the Recency Effect

E. THE MEMORY SPAN, TRANSFER TO LTS, AND RECENCY

There is a wide range of variables which appear to affect the mem­
ory span (or short-term serial recall) and the LTS component of free
recall in the same way, but which do not affect the recency com­
ponent of free recall. In addition to the effects of word length and
articulatory suppression which we have already dIScussed, which
probably reflect the limited storage capacity of the working memory
system or of one of its components, there are a number of vanabies
which have been shown to affect the second limitation of the STS
system, namely the rate at which it is able to transfer information
to LTS. Several sets of experimental results show that the recency
effect is not influenced by factors which interfere with LTS transfer.
Murdock (1965), Baddeley, Scott, Drynan, and Smith (1969), and
Bartz and Salehi (1970) have all shown that the LTS component of
free recall is reduced when 5s are required to perform a subSldlary
card-sorting task during presentation of the items for free recall. The
effect is roughly proportional to the difficulty of the subSidiary task.
However, there is no effect on the recency component of recall.
Similar results have been reported by Silverstein and Glanzer (1971)
using arithmetic varying in level of difficulty as the subsidiary task.
As most of these authors concluded, the results suggest that there IS a
limited capacity system mediating LTS registration which is not re­
sponsible for the recency effect. On the present hypothesIS, the sub­
sidiary task is viewed as interfering with working memory and does
not necessarily, therefore, interfere with recency as well. Hence the
crucial difference in emphasis between the twO theories (working
memory-LTS, and STS-LTS) is that working memory is supposed to
have both buffer-storage and control-processmg functIOns, wIth re­
cency explained by a separate mechanism.

So far, the most compelling argumerl\ for rejecting the buffer­
storage hypothesis for recency has been the data from Expenment
Xl, in which a concurrent memory span task did not abolish recency
in free recall. Clearly the argument needs strengthening.

Tzeng (1973) presented words for free recall in such a way that

effect. It would be useful to consider briefly what further evidence

there is for this point of view.
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solving activity and the last item was followed by a period of ques­
tion-answering, it is difficult to explain this recency effect In terms
of a temporary buffer store.

An experiment by Glanzer (1972) which we have successfully
replicated (Baddeley & Thomson, unpublished) presents further
problems for a simple buffer-store interpretation of the recency
effect. Instead of unrelated words, Glanzer used proverbs as the
material to be recalled. His results showed two striking phenomena:
first, the recency effect extended over the last few proverbs rather
than the last few words; and second, a filled delay reduced, but by
no means eliminated, the marked recency effect observed. The ex­
tent of recency, therefore, seems to be defined in terms of "semantic
units" rather than words. This is not, of course, incompatible with
a buffer-storage account, although in this experiment, a good deal
of sl!ffiantic processing would presumably have to occur before entry
of a proverb into this buffer. The assumption of a more central store
does have the additional advantage of "explaining" the durable re­
cency effect observed in this study, in terms of the suggestion by
Craik and Lockhart (1972) that greater depth of processmg IS as­
sociated with greater durability. However, it is clearly the case that
such a depth of processing is by no means essential to the recency
effect. Indeed, the effect appears to be completely unaffected by
factors such as presentation rate (Glanzer & Cunitz, 1966), concurrent
processing load (Murdock, 1965), and type of material (Glanzer,
1972), all of which would be expected to have a pronounced m­
Ruence on depth of processing.

A more promising alternative explanation of recency might be to
elaborate the proposal made by Tulving (1968) that recency reRects
the operation of a retrieval strategy, rather than the output of a
specific store. Provided one assumes that ordinal recency may be one
accessible feature of a memory trace, then it is plausible to assume
that Ss may frequently access items on the basis of this cue. The
limited size of the recency effect, suggesting that recency is only an
effective cue for the last few items, might reasonably be attributed
to limitations on the discriminability of recency cues. One might as­
sume, following "Veber's Law, that with the newest item as a refer­
ence point, discriminability of ordinal position ought to decrease
with increasing "oldness." The advantage of assuming an ordinal
retrieval strategy of this kind is that it can l>resumably be apphed
to any available store and possibly also to any subset of Items wtthm
that store, provided the subset can be adequately categorized. Thus,
when an interpolated activity is classed in the same category as the

learned items, the interpolated events will be stored in the same
dimension as the to-be-remembered items and will hence supersede
them as. the I~ost recent events. 'Vhen the interpolated activity is
classed III a different category from the learned items, recency will
be unaffected. This presumably occurred in the case of proverbs and
the anagram solutions. It also seems intuitively plausible to assume
that a similar type of recency is reflected in one's Own memory for
clearly speCified classes of events, for example, football games, parties,
or meals at restaurants, all of which introspectively at least appear
to exhibit their own recency effect. It is clearly necessary to attempt
to collect more objective information on this point. however.
. The preceding account of recency is highly tentative, and although
It does possess the advantage of being able to deal with evidence
which presents considerable difficulties for the buffer-store inter­
pretation, it does leave two very basic questions unanswered . .;rhe
first of these concerns the question of what factors influence the
categorization of different types of events; it seems intuitively un­
likely that backward-counting activity should be categorized in the
same way for example as visually presented words, and yet counting
effectively destroys the recency effect in this situation. This is, of
course, a difficult problem, but it is no less a problem for the buffer­
store interpretation which must also account for the discrepancy
between Tzeng's results and the standard effect of a filled delay on
recency.

The second basic question is that of how ordinal recency is stored,
whether in terms of trace-strength, in terms of ordinal "tags" of
some kind, Or in some as yet unspecified way. Once again, this prob­
lem is not peculiar to the retrieval cue interpretation of recency;
it is clearly the case that we are able to access ordinal information
in some way. How we do this, and whether ordinal cues can be
used to retrieve other information, is an empirical question which
remains unanswered.

V. Concluding Remarks

"Ve would like to suggest that we have presented prima facie
eVidence for the eXlstence of a working memory system which plays
a central role in human information processing. The system we
propose is very much in the spirit of similar proposals by such
authors as Posner and Rossman (1965) and Atkinson and Shiffrin
(1971). However, whereas earlier work concentrated principally on
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the memory system pe,' se, with the result that the implications of
the system for nonmemory tasks were largely speculative, our own
work has been focused on the information processing tasks rather
than the system itself. As a conseq uence of this, we have had to
change our views of both working memory and of the explanation
of certain STM phenomena.

To sum up, we have tried to make a case for postulating the work­
ing memory-LTS system as a modification of the current STS·LTS
view. "Ve would like to suggest that working memory represents a
control system with limits on both its storage and processing capa­
bilities. We suggest that it has access to phonemically coded infor­
mation (possibly by controlling a rehearsal buffer), that it is re­
sponsible for the limited memory span, but does not underiy the
recency effect in free recall. Perhaps the most specific function which
has so far been identified with working memory is the transfer of
information to LTS. We have not yet explored its role in retrieval,
so that the implications of Patterson's (1971) results for the nature
of working memory are still unclear. Our experiments suggest that
the phonemic rehearsal buffer plays a limited role in this process,
but is by no means essential. The patient K.F., whom Shall ice and
Warrington (1970) showed to have grossly impaired digit span to­
gether with normal long-term learning ability, presents great diffi­
culty for the current LTS-STS view, since despite his defective STS,
his long-term learning ability is unimpaired. His case can, however,
be handled quite easily by the view of working memory proposed,
if it is assumed that only the phonemic rehearsal-buffer component
of his working memory is impaired, while the central executive com­
ponent is intact. Our experiments also suggest that working memory
plays a part in verbal reasoning and in prose comprehension. Under·
standing the detailed role of working memory in these tasks, how­
ever, must proceed hand-in-hand with an understanding of the tasks

themselves.
We began with a very simple question: whal is shorl-lerm memo

ory for! We hope that our preliminary attempts to begin answering
the question will convince the reader, not necessarily that our views
are correct, but that the question was ,and is well worth asking.

~
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